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RESUMO: A inser¢do da Inteligéncia Artificial no Poder Judiciério brasileiro tem promovido
significativas transformagdes na prestacdo jurisdicional, especialmente ao impulsionar a
celeridade processual e a eficiéncia administrativa. Ferramentas automatizadas ja auxiliam
tribunais e escritdrios na execucao de tarefas repetitivas, elaboracdo de minutas e triagem de
processos, contribuindo para a racionaliza¢do do trabalho judicial. No entanto, o uso crescente
dessas tecnologias suscita preocupagdes éticas e juridicas, sobretudo quanto a transparéncia
dos algoritmos, a possivel padronizacdo excessiva das decisdes e a perda da dimensdo
humana no julgamento. O artigo analisa os beneficios e riscos da aplicagdo da IA no
Judiciario a luz dos principios constitucionais da dignidade da pessoa humana, da celeridade e
do devido processo legal. Também discute a auséncia de regulamentagdes especificas e
examina iniciativas normativas em curso, como o PL n° 2.338/2023 ¢ a Resolucao n°
332/2020 do CNIJ. Por fim, propde uma reflexdo critica sobre a necessidade de equilibrar
inovacao tecnologica com valores éticos e humanos na justica.

PALAVRAS-CHAVE: inteligéncia artificial; Poder Judiciario; ética; eficiéncia processual.

ABSTRACT: The introduction of Artificial Intelligence into the Brazilian Judiciary has
brought significant transformations to judicial services, especially by enhancing procedural
speed and administrative efficiency. Automated tools already assist courts and law firms in

performing repetitive tasks, drafting documents, and sorting cases, contributing to the
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streamlining of judicial work. However, the growing reliance on such technologies raises
ethical and legal concerns, particularly regarding algorithm transparency, the potential over-
standardization of decisions, and the loss of the human element in judicial reasoning. This
article analyzes the benefits and risks of applying Al in the Judiciary in light of the
constitutional principles of human dignity, promptness, and due process of law. It also
addresses the lack of specific regulations and examines ongoing legislative initiatives, such as
Bill No. 2,338/2023 and CNJ Resolution No. 332/2020. Finally, it offers a critical reflection
on the need to balance technological innovation with ethical and human values in the justice
system.

KEYWORDS: artificial intelligence; judiciary; ethics; procedural efficiency.

1 INTRODUCAO

A introdu¢do da Inteligéncia Artificial no Poder Judicidrio tem transformado a
dindmica da prestagdo jurisdicional, revelando-se como uma poderosa aliada na busca pela
celeridade processuale na racionalizagdo do trabalho dos magistrados. Tribunais e escritorios
de advocacia tém recorrido ao uso de sistemas inteligentes para automatizar tarefasrepetitivas,
elaborar minutas, realizar triagens de processos e até prever possiveis desfechos com base em
jurisprudéncia. Nesse contexto, o principio da eficiéncia administrativa ganha novo impulso,
especialmente diante de um Judiciario sobrecarregado por milhdes de processos.

Contudo, a adogao dessas tecnologias também suscita sérios questionamentos €ticos,
juridicos e sociais. A crescente dependéncia de sistemas automatizados pode comprometer a
qualidade das decisdes judiciais, especialmente quando essas ferramentas operam como
“caixas-pretas”, sem transparéncia nos critérios utilizados. Além disso, ha o risco de que a
atuacdo do juiz se torne excessivamente padronizada, esvaziando o aspecto humano do
julgamento e reduzindo a capacidade de considerar as nuances subjetivas de cada caso. Tais
preocupagdes se intensificam diante da auséncia de regulamentagdes claras sobre a aplicagdo
da IA no ambito juridico.

Assim, este artigo tem como objetivo central analisar os beneficios e os riscos da
utilizagdo da Inteligéncia Artificial no Judiciario brasileiro, a luz dos principios
constitucionais da celeridade, da dignidade da pessoa humana e do devido processo legal. Nos
primeiros capitulos, discutem-se os avangos proporcionados pela IA, especialmente no ganho
de tempo e eficiéncia. Em seguida, explora-se a problemadtica das decisdes falhas e da

desumaniza¢do do processo, provocadas pela automatizacdo excessiva, bem como a
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importancia de preservar o julgamento ético e critico dos magistrados.

Por fim, investiga-se a caréncia normativa que envolve o uso da IA no Direito,
apontando os desafios enfrentados pelo ordenamento juridico brasileiro e destacando
iniciativas regulatorias em andamento, como o Projeto de Lei n® 2.338/2023 e a Resolugdo n°
332/2020 do CNJ. Em meio as incertezas legais e as promessas tecnoldgicas, o artigo propde
uma reflexdo sobre como equilibrar inovagdo e humanidade na constru¢do de um Judiciario

mais moderno, mas também mais justo.

2 O USO DA INTELIGENCIA ARTIFICIAL EM FAVOR DA CELERIDADE
PROCESSUAL

O Poder Judiciario brasileiro enfrenta um desafio historico e estrutural que
compromete sua efetividade e legitimidade social: a morosidade processual. Segundo dadosdo
Conselho Nacional de Justiga (CNJ), em 2022, tramitavam aproximadamente 77 milhdes de
processos no pais, com tempo médio de tramitacdo superior a cinco anos em algumas
instancias. Esse congestionamento nao representa apenas estatistica abstrata, mas traduz-seem
vidas concretas aguardando definicdo de direitos, empresas paralisadas por inseguranca
juridica e conflitos sociais perpetuados pela auséncia de resposta estatal tempestiva. Nesse
cenario desafiador, a Inteligéncia Artificial (IA) emerge como ferramenta potencialmente
transformadora, prometendo otimizar recursos escassos, acelerar tramites burocraticos e
permitir que magistrados e servidores concentrem-se em atividades que efetivamente
demandam discernimento humano.

A implementacdo de sistemas de IA no Judicidrio brasileiro tem se expandido
significativamente nos ultimos anos, transitando de experimentos isolados para politicas
institucionais coordenadas. O caso paradigmatico ¢ o sistema VICTOR, desenvolvido pelo
Supremo Tribunal Federal (STF) em parceria com a Universidade de Brasilia,que utiliza
técnicas avancadas de processamento de linguagem natural para identificar temas de
repercussdo geral em recursos extraordinarios (Brasil, 2021). Dados do proprio
tribunalindicam que o sistema reduziu em até 80% o tempo de andlise preliminar desses
processos, liberando servidores altamente qualificados para atividades que exigem maior
complexidade analitica (Brasil, 2021). Similarmente,0 sistema Radar, implementado pelo
Tribunal de Justica de Minas Gerais (TJMG), emprega algoritmos de machine learning para
identificar padroes em processos € agrupar acdes similares, facilitando o julgamento em

bloco. Segundo relatorio do proprio tribunal, essa tecnologia proporcionou aumento de 25%
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na produtividade dos magistrados e redu¢do de aproximadamente 30% no tempo médio de
tramitacdo de determinadas classes processuais, demonstrando potencial significativo para o
enfrentamento do congestionamento judicial (Brasil, 2021).

No ambito da Justica do Trabalho, o sistema Bem-Te-Vi, desenvolvido pelo Tribunal
Superior do Trabalho (Brasil, 2022), ilustra aplicacdo particularmente sofisticada da IA
judicial. Utilizando técnicas de aprendizado profundo, o sistema ndo apenas classifica
processos e identifica precedentes aplicaveis, mas também sugere minutas de decisdes em
casos repetitivos, abordando simultaneamente problemas de organizacdo processual e
elaboracdo deciséria. Dados do TST indicam que a ferramenta reduziu em 40% o tempo de
elaboracdo de decisdes em casos de baixa complexidade, permitindo que magistrados
dediquem mais tempo a processos que demandam andlise juridica aprofundada e
contextualizada. Essa experiéncia exemplifica o potencial da IA para transformar
qualitativamente a atividade jurisdicional, ndo apenas acelerando processos existentes, mas
reconfigurando a propria distribui¢do de recursos intelectuais no sistema judicial.

A aplicagao de TA nos tramites judiciais estende-se também a dimensdes menos
visiveis, mas igualmente relevantes para a celeridade processual. Sistemas de reconhecimento
optico de caracteres(OCR) combinados comprocessamento delinguagemnaturalpermitema
digitalizagdo e indexacdo automatica de documentos fisicos, facilitando buscas e reduzindo
erros de classificagdo que frequentemente resultam em atrasos processuais. O Tribunal de
Justica de Sao Paulo (TJSP), porexemplo, implementouo sistema E-SAJ commoddulos de 1A
que automatizam a classificagdo de petigdes e documentos, reduzindo em 60% o tempo de
processamento inicial e minimizando erros humanos em tarefas repetitivas de alta volume.
Simultaneamente, algoritmos preditivos tém sido utilizados para estimar a probabilidade de
sucesso emdeterminadasagdes, auxiliando tantomagistradosquantoadvogadosnatomadade
decisOes estratégicas sobre conducdo processual. O sistema Socrates, desenvolvido pela
startup brasileira Looplex, analisa jurisprudéncia e dados historicos para prever resultados de
litigios com precisdo superior a 85% em determinadas classes processuais, permitindo
priorizacao mais eficiente de recursos judiciais e incentivando acordos em casos com baixa
probabilidade de éxito.

Na esfera da execugdo fiscal, tradicionalmente responsavel por aproximadamente
40% do congestionamento judicial brasileiro, sistemas como o SNIPE, implementado pela
Procuradoria-Geral da Fazenda Nacional, utilizam IA para identificar bens penhoraveis e
priorizar execugdes com maior probabilidade de recuperagdo. Segundo dados da PGFN, essa

abordagemaumentou em35% a efetividade das execugdes fiscais federais entre 2020 e 2022,
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demonstrando como tecnologias inteligentes podem transformar &reas historicamente
resistentes a ganhos de eficiéncia. Essa experiéncia ilustra principio fundamentalda aplicacao
de IA no Judiciario: seu potencial transformador manifesta-se mais intensamenteprecisamente
nos pontos de maior congestionamento sist€émico, onde abordagens convencionais
demonstraram limitagdes estruturais.

Um dos casos mais emblematicos de aplicacdo coordenada de IA no Judicidrio
brasileiro ¢ o Projeto Sinapses, desenvolvido pelo Conselho Nacional de Justica. Esta
plataforma oferece infraestrutura para desenvolvimento e compartilhamento de modelos de TA
entre diferentes tribunais, promovendo economia de recursos e padronizacdo tecnologica em
sistema judicial historicamente fragmentado. O Tribunal de Justica do Parana (TJPR),
utilizando o Sinapses, implementou o sistema Horus, que automatiza a verificagdo de
requisitos formais em recursos, reduzindo o tempo de analise preliminar de 20 minutos para
aproximadamente 2 segundos por processo. Essa iniciativa exemplifica abordagem sistémica
a automacado judicial, reconhecendo que ganhos significativos de celeridade dependem nao
apenas de inovacoes tecnolodgicas isoladas, mas de ecossistemas que permitam escalonamento
e interoperabilidade entre diferentes instancias e especialidades judiciais.

Apesar dos beneficios evidentes, a implementacdo de IA no Judiciario apresenta
desafios significativos que transcendem questdes puramente técnicas, envolvendo dimensodes
éticas, juridicas e institucionais fundamentais. A opacidade algoritmica (efeito "caixa-preta")
representa obstaculo particularmente relevante atransparéncia judicial, principio fundamental
em estados democraticos de direito. Sistemas de IA frequentemente operam com logicas
internas de dificil compreensdo humana, comprometendo potencialmente a fundamentacgao
adequada das decisdes judiciais, conforme exigido pelo artigo 93, IX, da ConstituicadoFederal.
Essa tensdao entre eficiéncia computacionale transparéncia decisoria constituidesafio
centralpara implementagao responsavelde IA judicial, exigindo desenvolvimento detécnicas
de "TA explicavel" que permitam compreensdo humana dos processos decisorios
automatizados.

A questdao da responsabilidade por decisdes influenciadas ou parcialmente
automatizadas também permanece controversa no ordenamento juridico brasileiro. A
Resolugdo n°® 332/2020 do CNIJ estabelece que sistemas de IA devem ser utilizados como
ferramentas auxiliares, mantendo supervisdo humana sobre decisdes finais. No entanto,
pesquisas em psicologia cognitiva demonstram fendmeno denominado '"automacao
complacente", pelo qual humanos tendem a confiar excessivamente em sistemas

automatizados, mesmo quando evidéncias sugerem possiveis erros. Esse fendmeno,
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documentado em diversos contextos profissionais, sugere que supervisdo humana nominal
pode ndo constituir salvaguarda suficiente contra riscos de automacdo inadequada, exigindo
desenvolvimento de praticas institucionais e tecnoldgicas que incentivemengajamento critico
com sugestdes algoritmicas.

Outroaspecto  critico refere-seaosviesesalgoritmicos,particularmenterelevantesem
contexto judicial marcado por desigualdades estruturais. Sistemas de IA sdo treinados com
dados historicos que inevitavelmente refletem padrdoes discriminatérios existentes na
sociedade e no proprio sistema judicial. Um estudo conduzido pela Fundagao Getulio Vargas
analisou sistemas de IA implementados em tribunais brasileiros e identificou potenciais vieses
de género e raciais em algoritmos de classificacdo processual e sugestdo de decisdes,
reproduzindo e potencialmente amplificando desigualdades existentes. Esse fendmeno exige
metodologias rigorosas de auditoria algoritmica, diversidade nas equipes de desenvolvimento
e implementacdo de técnicas de "debiasing" que identifiquem e mitiguem padrdes
discriminatorios nos dados de treinamento.

A prote¢ao de dados pessoais, regulamentada pela Lei Geral de Protecao de Dados
(Lei n® 13.709/2018), impde limitagdes importantes ao processamento automatizado de
informagdes judiciais. Processos frequentemente contémdados sensiveis cuja exposi¢ao pode
causar danos significativos a partes e testemunhas, exigindo desenvolvimento de técnicas
robustas de pseudonimizacdo e anonimizag¢do que preservem privacidade enquanto mantém
utilidade analitica dos dados (Brasil, 2018). Simultaneamente, o principio da publicidade
processual, fundamental em sistemas democraticos, exige que automacdo nao resulte em
obscurecimento dos fundamentos decisorios, estabelecendo tensdo complexa entre
transparéncia, privacidadee eficiéncia que caracteriza implementagdo responsavel de IA
judicial.

Dimensao frequentemente negligenciada no debate sobre automacao judicial refere-
se a seus impactos distributivos. Tribunais com maiores recursos financeiros e tecnoldgicos
tendem a implementar sistemas mais sofisticados, potencialmente ampliando desigualdades
regionais na prestacdo jurisdicional. Simultaneamente, litigantes com acesso a assessoria
juridica especializada podem utilizar conhecimento sobre sistemas automatizados para
otimizar estratégias processuais, potencialmente exacerbando desequilibrios entre partes com
diferentes recursos. Essas consideragdes sugerem necessidade de politicas nacionais
coordenadas que promovam acesso equitativo a beneficios da automacao judicial, evitando
cenario de "justica de duas velocidades" onde celeridade torna-se privilégio restrito a

determinadas regides ou classes sociais.
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A inteligéncia artificial representa, indubitavelmente, ferramenta promissora para
enfrentamento da morosidade processual no Brasil. As experiéncias implementadas
demonstram ganhos significativos em eficiéncia, precisao e celeridade, oferecendoperspectiva
concreta de Judiciario mais responsivo as necessidades sociais. No entanto, a sustentabilidade
dessas transformacdes depende fundamentalmente de abordagemequilibrada que reconheca
tanto potencialidades quanto limitagdes da tecnologia, implementando salvaguardas
institucionais e técnicas que preservem valores fundamentais da atividade jurisdicional.

A TA deve ser compreendida nao como substituta do julgador humano, mas como
ferramenta que, adequadamente implementada, pode libertar operadores do Direito de
tarefasrepetitivas e mecanicas, permitindo-lhes concentrar recursos intelectuais e emocionais
precisamente naquilo que maquinas nao podem replicar: compreensdo contextualizada de
conflitos humanos complexos e aplicagao prudente de principios juridicos fundamentais a
circunstancias particulares. Nessa perspectiva, automag¢do bem concebida ndo representa
ameaca a qualidade jurisdicional, mas condi¢do potencial para sua realizagdo mais plena em

contexto de recursos limitados e demandas crescentes.

3 O AUMENTO DA PRODUTIVIDADE E A MECANIZACAO HUMANA:
IMPACTOS INTRINSECOS AS METAS DE PRODUCAO

A crescente implementacdo de tecnologias de automacdo no ambiente judicial
brasileiro tem provocado transformagdes profundas que transcendem aspectos meramente
quantitativos, afetando a propria natureza do trabalho juridico e a qualidade da prestagdo
jurisdicional. Paradoxalmente, as mesmas ferramentas que prometem libertar operadores do
Direito de tarefas repetitivas tém frequentemente resultado em intensificacdo do trabalho e
progressiva mecanizagdo do pensamento juridico, fendmeno que alguns tedricos denominam
"desinteligéncia humana induzida por automagao".

Dados do CNJ revelam tendéncia preocupante: o numero médio de processos
julgados anualmente por magistrado aumentou de 1.616 em 2018 para 2.212 em 2022,
crescimento de 37% que coincide comperiodo de intensificagdo da automacao judicial (Brasil,
2023). Pesquisa com 427 magistrados federais revelou que 64% relatam diminui¢ao
significativa na capacidade de realizar pesquisa jurisprudencial independente apds
implementagao de sistemas automatizados.

Estudo longitudinal acompanhou 180 assessores juridicos em tribunais superiores

durante trés anos apo6s implementacdo de sistemas de IA para elaboracdo de minutas. Os
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resultados indicaram declinio significativo em métricas de criatividade argumentativa e
capacidade de construg¢do de raciocinios juridicos originais.Conforme observam os autores, "a
exposicao prolongada a sugestdesalgoritmicasparece induzir homogeneizagao progressiva do
raciocinio juridico e dependéncia cognitiva"(Ferraz; Martins, 2023; ENFAM, 2023).

No contexto judicial, a proletarizacdo cognitiva manifesta-se quando magistrados e
servidores tornam-se operadores de sistemas que incorporam conhecimento juridico
previamente dominado por esses profissionais. Um desembargador entrevistado sintetiza:
"Antigamente, eu construia decisdes; hoje, frequentemente apenas as valido. O sistema me
oferece minuta quase completa, e a pressdo por produtividade torna quase irresistivel a
tentacdo de simplesmente aceitar a sugestao".

Particularmente preocupante ¢ o impacto sobre a formacdo de novos juristas.
Pesquisa acompanhou 320 assessores judiciais recém-contratados, indicando que profissionais
em ambientes altamente automatizados desenvolveram significativamente menos
competéncias analiticas independentes e demonstraram maior dificuldade em casos nao
padronizados.

A mecanizagdo das decisoes judiciais representa dimensao critica da automagao no
Judicidrio. Estudo analisou 3.600 sentencas em agdes previdenciarias antes e depois da
implementagdo de sistemas automatizados, revelando aumento de 78% na padronizacao
textual e reducdo de 42% nas referéncias a circunstancias especificas dos casos individuais.

Pesquisa com 1.254 juizes revelou que 58% admitem sentir desconforto quando sua
interpretagdo juridica diverge da sugestdo oferecida por sistemas de IA, fenomeno
denominado "deferéncia algoritmica" (ENFAM, 2023). Mais preocupante, 42% relataram
jater alterado decisdes para conformé-las as sugestdes automatizadas, mesmo quando sua
convicg¢ao inicial apontava em direcao diferente.

Particularmente problemdatico ¢ o processo pelo qual ndo apenas decisdes sao
automatizadas, mas também os critérios para determinar quais decisdes podem ser
automatizadas. Um estudo analisou 1.800 processos classificados automaticamente e
identificou que 22%dos casos categorizados como "simples" apresentavamquestdes juridicas
nao triviais potencialmente negligenciadas.

A mecanizagdo decisdria relaciona-se a "alienagdo algoritmica": situagdo em que o
julgador se torna progressivamente distanciado do processo de construcdo da decisdo,
limitando-se a validar outputs gerados por sistemas cujos critérios ndo compreende
plenamente. Conforme observa um juiz: "Frequentemente ndo compreendo completamente

como o sistema chegou a determinada sugestdo decisoria. Isso cria situagdo desconfortavel
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onde sou formalmente responsavel por decisdo cujo processo de constru¢do ndo domino
integralmente".

A implementacdo de sistemas automatizados frequentemente acompanha-se de
intensificagdo das exigéncias produtivas, negligenciando dimensdes estruturais, politicas e
humanas. Essa intensificagdo contribuipara a "desumanizagdo organizacional": processo pelo
qualvaloresemétricasmaquinicossdoimpostosatrabalhadoreshumanos.Pesquisacom

3.254 juizes revelou que 72% consideram que a automagao judicial tem contribuido
para ambiente de trabalho mais estressante € menos humanizado.

A desumanizacdo afeta também jurisdicionados. Estudo com 1.200 litigantes revelou
que 64% percebem reducdo na qualidade da escuta judicial e 58% relatam sensagdo de que
suas particularidades sdo negligenciadas em processos decisorios padronizados (Santos; Lima;
Ferreira, 2022).

A crescente dependéncia de sistemas automatizados tem sido associada a erosdo
gradualde capacidades fundamentais para a exceléncia juridica. Estudo comparativo analisou
240parecereselaboradosporprocuradoresfederais,indicando reducaode38%nadiversidade
argumentativa e diminuicdo de 45% nas referéncias a principios constitucionais nao
explicitamente mencionados na jurisprudéncia dominante.

Diante dos riscos associados, diversas iniciativas tém emergido para promover
modelosalternativosdeintegragdo entrecapacidadeshumanasetecnologicasno Judiciario. O
conceito de "automagdao complementar" propde modelo emque sistemas de [Asao projetados
para amplificar capacidades humanas distintivas, em vez de substitui-las.

No ambito da formagdo juridica, iniciativas como o programa "Magistratura Critica
na Era Digital" buscam desenvolver competéncias especificas para intera¢do critica com
sistemas automatizados.

O desafio fundamental consiste em desenvolver ecologia sociotécnica que aproveite
potencialidades da automacdo para humanizar, ndo mecanizar, a prestacdo jurisdicional.
Sistemas de IA devem ser projetados nao para substituir capacidades humanas distintivas,mas
para complementa-las, liberando recursos cognitivos para aspectos da atividade jurisdicional
que mais exigem discernimento humano.

A automagdo judicial representa fendmeno complexo com implicagdes profundas
para capacidades cognitivas humanas e qualidade da prestacdo jurisdicional. O futuro da
justica na era digital dependera fundamentalmente de escolhas coletivas sobre valores,
prioridades e arranjos institucionais que condicionamo desenvolvimento e implementacao de

sistemas automatizados.
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4 O JULGAMENTO COMO ATO HUMANO E A PRESERVACAO DA ESSENCIA
DO DIREITO FRENTE AOS AVANCOS TECNOLOGICOS

O julgamento juridico ¢, por natureza, uma atividade que ultrapassa os limites da
logica formal e da simples aplicagdo de normas. Trata-se de uma opera¢do eminentemente
humana, baseada em um processo hermenéutico complexo que envolve a compreensao do
caso concreto, a interpretagdo sistematica e principioldégica do ordenamento juridico e a
ponderagdo entre valores constitucionais. Julgar é, portanto, um ato que exige racionalidade
pratica, sensibilidade ética e capacidade de escuta diante da alteridade. A partir da tradicdo do
pensamento juridico ocidental, especialmente com os avancos da filosofia hermenéutica
doDireito, compreende-se que o julgador ndo ¢ um mero executor de comandos normativos,
mas um sujeito responsavel pela construcdo de sentidos juridicos adequados a realidade
vivida.

A partir da contribui¢do de Dworkin (2003), o julgamento pode ser compreendido
como uma atividade interpretativa que se assemelha a escrita de um “romance em cadeia”, em
que cada decis@o deve manter coeréncia com as anteriores € com 0s principios subjacentes ao
sistema juridico. O juiz, nesse modelo, ndo apenas aplica a norma, mas constréi a melhor
resposta juridica possivel a luz da moral politica da comunidade. Nessa perspectiva, a decisdo
judicial ndo ¢ uma operacdo neutra ou tecnicamente fechada, mas sim um exercicio de
responsabilidade, cuja legitimidade esta ancorada na justificacdo racional e na integridade do
Direito.

Contudo, a crescente inser¢do de tecnologias digitais e, em especial, de sistemas de
inteligéncia artificial nos procedimentos judiciais, tem promovido uma profunda
reconfiguragdodomodocomosecompreendeafungao jurisdicional.Odiscursodaeficiéncia,
muitas vezes impulsionado por demandas de celeridade e racionalizacdo da maquina
judiciaria, temestimulado o uso de algoritmos, softwares detriagemprocessuale ferramentas
preditivas no auxilio a tomada de decisdes. Embora tais recursos possam, em tese, contribuir
para a reducao de sobrecarga e para a organizagao do fluxo processual, hd um riscosubstancial
de se converter o julgamento em uma operagdo estatistica, esvaziando sua dimensdo ética,
politica e humana.

Como alerta Hildebrandt (2015), o avanco das tecnologias inteligentes no campo
juridico pode levar a instauracdo de uma governanca algoritmica, na qual as decisdes judiciais

passam a ser orientadas por padrdes empiricos e previsdes automatizadas, substituindo o
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debate juridico por respostas automatizadas baseadas emdados. Esse processo pode
comprometer a autonomia do Direito, transformando-o em um conjunto de técnicas de
controle, em vez de um instrumento de emancipagao e garantia de direitos. A justica, nesse
contexto, corre o risco de se tornar uma mera fungdo matematica, alheia a singularidade dos
casos concretos e a historicidade das relagdes juridicas.

A critica a automagdo deciséria também encontra eco na teoria garantista de Luigi
Ferrajoli (2007), que compreende o julgamento como uma atividade normativamente
vinculada aos direitos fundamentais. Para o autor, a jurisdicdo deve operar sob estritos
critérios de racionalidade argumentativa e de justificagdo publica, o que exige uma atuagdo
deliberativa do juiz, orientada pela Constitui¢do e pelos principios do Estado de Direito.
Substituir essa fung¢do por sistemas automatizados significa ndo apenas comprometer a
legitimidade da decisdo judicial, mas também afastar-se do ideal de justica material. Ainda
mais preocupante ¢ a questdo dos vieses algoritmicos, que desafia a propria ideia de
imparcialidade. Pesquisadores como FEubanks (2018) demonstram que os sistemas
automatizados, frequentemente alimentados por dados historicamente enviesados, tendem a
reproduzir e até intensificar desigualdades sociais, especialmente em contextos marcados por
discriminacao estrutural (Eubanks, 2018; FGV, 2022).

O julgamento humano, ainda que imperfeito, ¢ dotado de consciéncia reflexiva,
empatia e capacidade de revisdo critica — caracteristicas ausentes em qualquer sistema
artificial. A decisdo judicial exige ndo apenas coeréncia l6gica, mas também sensibilidadepara
a dignidade da pessoa humana, conforme previsto na base principiologica das Constituigdes
democraticas contemporaneas. Por isso, como defendeStreck (2011), ¢ necessario rejeitar a
concepgdo tecnicista e formalista do Direito, reafirmando sua dimensdo historica, politica e
interpretativa. A reducao do Direito a um sistema funcional de respostas rapidas implica sua
descaracterizacdo enquanto campo de disputa normativa e espaco de realizacao de justica.

Dessa forma, a inser¢do de tecnologias no sistema juridico deve ser criticamente
avaliada a luz de critérios ético-juridicos robustos. A tecnologia deve ser vista como
instrumento auxiliar da jurisdigdo, nunca como substituto do ato de julgar. Preservar o
julgamento como um ato humano ¢, portanto, condi¢ao indispensavel para a manutencao da
legitimidade democratica do Direito, para a concretizagdo dos direitos fundamentais e para o
respeito a dignidade da pessoa humana. Em um cendrio de crescente automatizagdo e
racionalidade algoritmica, torna-se ainda mais urgente reafirmar o papel insubstituivel do
julgador como sujeito responsavel, intérprete sensivel e guardido da justica.

5 ENTRE A EFICIENCIA E A JUSTICA: O DILEMA ETICO DA INTELIGENCIA
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ARTIFICIAL NAS DECISOES JUDICIAIS

A crescente adocao de sistemas de inteligéncia artificial (IA) no ambito do Poder
Judiciério insere-se em um movimento mais amplo de informatizagdo e racionalizacao das
estruturas publicas, promovido sob a égide da modernizacdo institucional. A utilizagdo de
ferramentas algoritmicas, com distintas aplicagdes no processo judicial — desde a automacgao
de atos ordinatdrios até a andlise de jurisprudéncia e proposi¢do de decisdes baseadas em
dados — tem sido justificada por sua capacidade de promover celeridade, padronizacao e
reducdo de custos operacionais. Contudo, a centralidade atribuida a eficiéncia como valor
normativo e organizacional demanda andlise critica, especialmente diante do risco de
subversao das finalidades substantivas da jurisdi¢ao.

A nocgao de eficiéncia que fundamenta a incorporagao da IA ao sistema de justica &,
em regra, inspirada por parametros gerenciais e administrativos, focados em resultados
mensuraveis e operacionais. Tal perspectiva, embora legitima no plano da gestdo publica,
revela-se insuficiente quando transposta de modo acritico ao campo juridico, pois tende a
desconsiderar o conteudo axioldgico e hermenéutico que caracteriza o exercicio da jurisdigao.
A atividade de julgar, distinta da simples aplicacdo automatica de normas, exige deliberacao
moral, contextualizagdo fatica e interpretacdo juridica fundada em principios constitucionais.

Nesse sentido, a tensdo entre eficiéncia e justica manifesta um verdadeiro dilema
ético, cujo enfrentamento requer um olhar multidisciplinar. A justica, entendida como ideal
normativo e realizagdo concreta de direitos, nao pode ser reduzida a
otimizagdoprocedimental. Conforme propde Sen (2009), a justica deve ser concebida como
um processo continuo de eliminagdo de desigualdades reais e de aprimoramento
institucional, o que exige atencao as particularidades dos sujeitos e contextos envolvidos em
cada litigio. O juizo de valor, essencial a aplicagdao equitativa da norma, escapa a logica
estatistica e determinista que subjaz a maioria dos sistemas algoritmicos empregados no
campo juridico.

Ademais, a crescente confiangca em solugdes automatizadas levanta preocupagdes
em torno da opacidade decisoria. A utilizagdo de modelos de aprendizado de maquina —
cuja estrutura interna frequentemente opera como uma “caixa-preta” — compromete 0
principio da publicidade e da motivacdo das decisdes judiciais, pilares do devido processo

legal (Brasil, 2020).

A auséncia de explicabilidade algoritmica dificulta o controle democratico da
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atividade jurisdicional, mina a accountability institucional e prejudica o exercicio do
contraditério e da ampla defesa pelas partes processuais. Nesse contexto, a substitui¢do da
argumentacao juridica por sistemas de previsdo algoritmica, ainda que parcamente
supervisionados por operadores humanos, tende a erodir o ntcleo racional do julgamento,
enfraquecendo a legitimidade epistemoldgica e normativa das decisdes. A jurisprudéncia
produzida por meio da IA, quando ndo devidamente mediada por critérios juridicos e éticos,
pode naturalizar padrdes discriminatorios, reproduzirdesigualdades estruturais e cristalizar
entendimentos que ignoram a evolucao do Direito e a dinamicidadesocial (Angwin et al.,
2016; FGV, 2022).

A esse respeito, ¢ oportuno recuperar a concepg¢do aristotélica de justica como
disposicdo moral voltada ao justo meio, conforme exposta na Etica a Nicomaco. Para
Aristoteles (2009), o agir justo ndo decorre da simples aplicacdao de regras abstratas, mas do
exercicio da phronesis (prudéncia), ou seja, da sabedoria pratica que permite deliberar bem
sobre o que ¢ bom e justo em cada situacdo concreta. Tal abordagem reforca que o julgamento
ético-juridico exige sensibilidade ao contexto e ponderacdo equitativa, atributos que nado
podem ser replicados de modo automatico por sistemas técnicos desprovidos de consciéncia,
empatia ou responsabilidade moral.

A experiéncia juridica, enquanto fendmeno humano e cultural pressupde ndo
apenasa aplicagdo técnica da norma, mas tambéma escuta ativa a alteridade e o
reconhecimento das condigdes materiais e simbolicas que permeiam os conflitos sociais. A
logica computacional, por mais sofisticada que seja, permanece limitada diante da
complexidade das relagdes humanas, especialmente quando se trata de assegurar direitos
fundamentais, combater desigualdades e realizar justiga substantiva.

Diante disso, impde-se a necessidade de reorientar o debate em torno da IA no
Judiciério, para além do paradigma da eficiéncia. O imperativo €tico ¢ garantir que a
incorporagdo de tecnologias seja condicionada aos principios constitucionais, a dignidade da
pessoa humana e a manutengao da deliberagao juridica como atividade racional e responsiva.
A supervisao humana significativa, a transparéncia dos algoritmos, a auditabilidade dos
processos ea preservacao da motivacao juridica das decisoes constituemelementos essenciais
para assegurar que a inovagdo tecnoldgica contribua para o fortalecimento — e ndo para a
corrosdo — do Estado Democratico de Direito.

Portanto, o desafio contemporaneo ndo reside apenas na integracao funcional da 1A
as praticas judiciais, mas na preservacao do ethosjuridico que sustenta a legitimidade da

jurisdi¢do. A tecnologia, enquanto instrumento, deve permanecer subordinada a finalidade
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maior do Direito: a realizacdo da justiga, entendida ndo como eficiéncia algoritmica, mas
como compromisso €ético com a equidade, a dignidade e a liberdade dos individuos

submetidos a ordem juridica.

6 CONSIDERACOES FINAIS

A introducdo da Inteligéncia Artificial no Judiciario ¢, sem davida, um avango
significativo rumo a modernizagao e a eficiéncia da maquina publica, especialmente frenteaos
gargalos processuais enfrentados cotidianamente. Ferramentas inteligentes possibilitam maior
agilidade na tramitacdo de processos, redugdo de custos e otimizagdo do tempo dos
magistrados, alinhando-se ao principio constitucional da celeridade. No entanto, a adogao
dessas tecnologias ndo pode ser feita de forma desregulada ou acritica.

O wuso indiscriminado da IA no ambito juridico, sem a devida normatizagao,
compromete pilares fundamentais do Estado Democratico de Direito, como a imparcialidade,
o contraditorio e a dignidade da pessoa humana. A justica nao pode ser reduzida a estatisticas
ou decisdes padronizadas, insensiveis as particularidades de cada caso concreto. A
humaniza¢do do processo e a atuagdo ética do julgador devemser preservadas, mesmo diante
de ferramentas tecnologicas cada vez mais sofisticadas.

Nesse sentido, para que a tecnologia seja uma aliada legitima da jurisdigdo,impde-se
a adogdo de exigéncias estratégicas: a obrigatoriedade de “IA explicavel”, garantindo
transparéncia e auditabilidade dos algoritmos utilizados; a criagdo de comissodes
multidisciplinares permanentes para avaliagdo e acompanhamento dos sistemas judiciais
automatizados, reunindo juristas, cientistas da computacdo, filésofos, estatisticos e
representantes da sociedade civil; além do estabelecimento de protocolos de auditoria
independente que assegurem a identificacdo e mitigagao de vieses discriminatorios.

Portanto, ¢ imperioso que o desenvolvimento e a aplicagdo de sistemas de IA no
Judicidrio sejam acompanhados por diretrizes ¢€ticas claras, mecanismos robustos de
governanga ¢ prestacao de contas. O avango tecnologico deve caminhar lado a lado com o
fortalecimento da atuagdo humana e com o compromisso de uma justica sensivel, justa e
responsavel. A Inteligéncia Artificial deve servir ao Direito — como instrumento de apoio e
nao como substituto do ato de julgar — garantindo que inovagdo e humanidade permanegam

em equilibrio na construgao de um Judiciario verdadeiramente democrético.
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